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A B S T R A C T

Enhancing interfacial heat transfer between graphite and polymers is crucial in modern technology. In this work, 
molecular dynamics simulations were conducted to study the heat transfer between graphite and polymers. Ionic 
organic additives (IOAs) were applied to enhance interfacial thermal transport under electric fields. IOAs are 
sodium dodecyl benzene sulfonate (SDBS) and dodecyl trimethyl ammonium bromide (DTAB). It was found that 
as the electric field strength increases, the interfacial thermal conductance increases. It was demonstrated that 
strong electric fields can dissociate IOAs and cause physical surface adsorption to enhance heat transfer. 
Adsorbed IOAs optimize vibration matching between graphite and polymers. Driven by electric field forces, IOAs 
migrate closer to the graphite interface, causing stronger repulsive van der Waals interactions and better 
transport of thermal energy. This study innovatively proposed a thermal management strategy, where electric 
fields cooperate with IOAs, expected to promote the development of electronic and energy equipment.

1. Introduction

With the development of modern technology, thermal processes are 
crucial in many fields, such as electronics and energy. Thermal issues 
can cause performance degradation and even safety incidents in elec-
tronic and energy equipment, urging for their efficient thermal man-
agement. As for the thermal management in the field of electronic, 
polymers act as the thermal interface materials to eliminate the inter-
stitial air gaps between two contact surfaces inside electronic devices 
due to the softness and strong plasticity, promoting the heat dissipation 
[1,2]. Meanwhile, graphite possesses the high thermal conductivity, 
considered as the ideal thermally conductive filler to optimize the 
thermal properties of polymers [3,4]. However, the reported thermal 
conductivities of polymers with graphite-based fillers are often far below 
those predicted by theory because of the interfacial thermal resistance 
between graphite fillers and the polymer matrix [5–10]. In the energy 
field, polymers are used for electrolytes and separators of batteries, and 
graphite is a common electrode material. The bad thermal transport 
between graphite electrode and polymer electrolytes/separators can 
cause battery performance degradation or even thermal runaway [11]. 
All in all, it is of great significance to study and improve the interfacial 
heat transfer between polymers and the graphite, and thereby explore 

the novel thermal management strategies, which give rise to this study.
Many studies have investigated the enhancement of interfacial heat 

transfer between polymers and graphite. Ganguli et al. experimentally 
covalent-functionalized the graphite sheets with silane groups and 
demonstrated that silane functionalized graphite significantly decreases 
the graphite-polymer interfacial thermal resistance [12]. In addition, 
extensive molecular dynamics (MD) simulations have proven that co-
valent grafting of alkyl, formyl, carboxyl, amines, and hydroxyl func-
tional groups onto graphite surfaces can efficiently enhance the heat 
transfer between the graphite and polymers [13–15]. Compared with 
covalent functionalization, noncovalent functionalization has the 
advantage of avoiding defects in the graphite plane and protecting its 
intrinsic thermal properties. Teng et al. conducted experiments to 
functionalize the single-layer graphite non-covalently using glycidyl 
methacrylate, and improved the heat transfer between graphite and 
polymers by 20.0 % [10]. Wang et al. performed MD simulations to 
calculate the interfacial thermal resistance between the single-layer 
graphite and polymers using a noncovalent functionalization of local-
ized pyrene groups. They attributed the improved heat transfer to 
vibrational matching between the single-layer graphite and non- 
covalently modified molecules [16]. However, noncovalent functional-
ization of the graphite does not improve heat transfer as much as 
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covalent functionalization and its stability is usually weaker than that of 
the covalent functionalization. In summary, the existing technologies for 
improving heat transfer between graphite and polymers have short-
comings, urging for more research.

In actual application scenarios, heat transfer between the graphite 
and polymers often occurs under an electric field. For example, an 
electric field is generated internally when electronic devices operate and 
also appears inside the electrodes of batteries when they are charging or 
discharging. In some laboratories, the application of an external electric 
field on the order of 0.1 − 1.0 V Å− 1 has been realized via scanning 
tunneling microscopy and atomic force microscopy [17,18], which 
means regulating thermal transport by electric fields is technically 
achievable. Although the study of heat transfer enhancement by electric 
field has existed such as the enhanced boiling heat transfer and nano-
fluidic heat transfer [19,20], the explanation of the related heat transfer 
mechanism is still insufficient and needs more research. Molecular dy-
namics methods are widely applied to understand heat transfer mech-
anisms at the atomic perspective exhibiting great potential [21–24]. In 
fact, there has been some progress in studying heat transfer under 
electric fields via MD methods. Conducting MD simulations, Ma et al. 
applied an electric field near the graphite surface to induce ordered 
water layers and improve interfacial thermal conductance (ITC) [25]. 
Song et al. investigated the mechanism of the enhanced thermal con-
ductivity of aramid polymers induced by electric fields using MD sim-
ulations [26]. These studies inspired researchers to utilize the external 
electric fields to optimize the heat transfer and extending electric fields 
to optimize heat transfer in more and realistic fields is meaningful, 
which acted as an inspiration for this work to enhance heat transfer 
between graphite and polymers.

In this work, the use of electrostatic surface modification by ionic 
organic additives (IOAs) under electric fields of 0.1 − 3.0 V Å− 1 to 
enhance thermal transport over the interface between graphite and 
polymers was investigated via molecular dynamics simulations. Poly-
ethylene (PE) was selected as the matrix of polymers. The IOAs applied 
are sodium dodecyl benzene sulfonate (SDBS) and dodecyl trimethyl 
ammonium bromide (DTAB). For brevity, polyethylene without and 
with IOAs are respectively named “pure polymer” and “composite 
polymer” in this work. First, ITC between the graphite and pure/com-
posite polymers is evaluated to estimate heat transfer performance 
under different electric fields. Then, the effect of electric fields on the 
distribution of IOAs is studied. In addition, the effect of electric field 
strength on interfacial potential energy is also investigated. Lastly, vi-
bration density of states (vDOS) and ITC decompositions according to 
various contributions from interaction forces across the interface are 
studied to elucidate the underlying heat transfer mechanism.

Our group has previously reported that the heat transfer between 
polymer and silica can be enhanced by adding several organic additives 
to the polymer [27,28]. This work can be considered as the extension of 
our previous original work, where organic additives are explored to 
cooperate with electric fields to improve the heat transfer between 
graphite and polymers. To our best knowledge, no research has pro-
posed a similar strategy to enhance heat transfer between polymer and 
graphite before. Given the importance of heat transfer between graphite 
and polymer in practical applications, this research is meaningful for 
improving thermal management of electronic and energy devices. 
Moreover, this study conducted molecular dynamics method to uncover 
the underlying physical mechanism of electric field enhanced heat 
transfer from the view of molecular nanoscale level, which is a good 
supplement to the existing knowledge of the effect of electric fields on 
heat transfer.

2. Simulation details

2.1. Simulation system

As shown in Fig. 1, pure/composite polymers are sandwiched 

between two graphite walls along the z direction. The graphite wall on 
each side consists of six single-layer graphite sheets spaced 3.4 Å apart. 
The size of each single-layer graphite slice is 45.5 (x) × 43.8 (y) Å2, 
constructed from 720 carbon atoms. Each single-layer graphite slice has 
zigzag orientation and armchair orientation in the x and y directions. 
The PE is selected as the pure polymer. The PE model in this work is 
formed by single chain polyethylene without cross-linked or branched 
structures, which has been applied in previous MD simulations [29,30]. 
Composite polymers are obtained by adding two types of ionic organic 
additives into PE, which are SDBS and DTAB. As shown in Fig. 1, 
through mutual electrostatic attractions of ionic pairs, one SDBS mole-
cule is composed of a negatively charged dodecyl benzene sulfonate ion 
(DBS− ) and a sodium ion (Na+), and one DTAB molecule is composed of 
a positively charged dodecyl trimethyl ammonium ion (DTA+) and a 
bromine ion (Br− ). In this work, the molecule numbers of PE, SDBS, and 
DTAB are respectively 168, 36 and 36. 168 chains of PE molecules 
contain 3192 repeat units of methylene, comparable to the polymer 
systems in the work of Tian et al. [31]. The 36 chains of SDBS and DTAB 
correspond to 15.0 % mole fraction of additives, in the range of the work 
of Guo et al. (5.0 % − 20.0 %) [28]. Each simulation system is kept at 
pressure of 1.0 atm using the pressure control method introduced in a 
later paragraph, and the system sizes of graphite-pure polymers and 
graphite-composite polymers are respectively 89.7 Å and 110.7 Å along 
the z direction. In Section S1 of the Supporting Information, a relevant 
discussion on the size effect of simulation boxed is given to convince our 
simulation box size is available.

2.2. Simulation setup

All MD simulations were performed by the large-scale atomic/mo-
lecular massively parallel simulator (LAMMPS) [32] with a 0.5 fs 
timestep. Time integration algorithm of velocity Verlet was used [33]. 
The open visualization tool (OVITO) was used for model visualization 
[34]. For the graphite walls, interactions of intralayer carbon atoms 
were modeled with the Tersoff potential [35], and interactions of 
interlayer carbon atoms were modeled by the 12–6 Lennard-Jones (LJ) 
potential with parameters from the work of Girifalco et al. [36]. The all- 
atom optimized potentials for liquid simulation (OPLS-AA) force field 
was selected to model the organic liquid polymers (i.e., PE, SDBS, and 
DTAB), where the parameters of Na+ and Br− were adapted from the 
revised OPLS-2009IL force field [37,38]. All organic liquid polymers 
were constructed using the LigParGen web portal [39], which provides 
the atomic charge of PE, SDBS, and DTAB molecules based on the OPLS- 
AA force field. These atomic charges of PE, SDBS, and DTAB molecules 

Fig. 1. Schematic of the simulation system, as well as the polyethylene (PE), 
sodium dodecyl benzene sulfonate (SDBS) and dodecyl trimethyl ammonium 
bromide (DTAB). SDBS and DTAB are ionic organic additives, added into PE at 
the PE-graphite interface.
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have been widely used to study the heat transport of organic liquids 
[40,41]. Intermolecular interactions between dissimilar m-th and n-th 
atoms were calculated using the 12–6 LJ potential and the parameters 
were obtained by the geometric mixing rule: εmn =

̅̅̅̅̅̅̅̅̅̅εmεn
√ and σmn =

̅̅̅̅̅̅̅̅̅̅̅σmσn
√ . The LAMMPS data file of our simulation system is included in 
the Supplementary Material to provide complete force field parameters. 
In addition, electric fields of 0 to 3.0 V Å− 1 were applied to the organic 
liquid polymers. This was done by exerting an external force on each 
charged atom, according to: 

Fefield = qEstrength (1) 

where Fefield is the electric field force,q is the atomic charge, and Estrength 
represents the electric field strength. In the x and y directions, the 
simulation system was periodic, while the z direction was non-periodic. 
Simulations set the cut-off radius of all short-range interactions as 12.0 
Å. In addition, the long-range Coulombic interactions were computed by 
a modified particle–particle particle–mesh (PPPM) algorithm with an 
accuracy of 1 × 10− 6, while also taking into account that the simulation 
system is not periodic in the z direction [42,43].

2.3. Simulation procedures

The overall MD simulation procedures for each simulation case 
consist of three phases: the initial preparation (50.0 ns), the dynamic 
equilibration phase (25.0 ns), and the data sampling (20.0 ns).

At the initial preparation phase, different bulk components were 
assembled in the special order of the graphite wall, SDBS, PE, DTAB, and 
the graphite wall (from left to right). SDBS and DTAB are ionic organic 
additives, added into PE at the PE-graphite interface. In addition, a 
simulation system constructed by sandwiching pure PE between two 
graphite walls was built to compare to the above systems with the aim of 
clarifying the effect of adding IOAs on the interfacial heat transfer. The 
dimensions of each bulk component in the x and y directions were 
respectively 45.5 Å and 43.8 Å. The initial dimensions of the graphite 
walls, SDBS, PE, and DTAB in the z direction were around 17.0 Å, 30.0 Å, 
50.0 Å and 25.0 Å. To eliminate the initial pseudo-crystal structure of 
these organic liquid polymers (i.e., SDBS, PE, and DTAB) and blend all 
independent components, the whole system was first relaxed under 
600.0 K for 50 ns using the Nosé–Hoover thermostat with a damping 
coefficient of 50.0 fs, where two outmost single-layer graphite sheets of 
the graphite walls on the left and right sides were fixed. The number of 
the Nosé–Hoover thermostat chain was 3.0 [44], and the equation of 
motion contained the correction terms from Martyna, Tuckerman, and 
Klein [45].

In the second phase, a nonequilibrium molecular dynamics simula-
tion (NEMD) was performed in two steps. In the first step, the leftmost 
single-layer graphite sheet of the graphite walls was kept fixed while an 
external force was applied to the rightmost single-layer graphite sheet of 
the graphite walls in the z direction on each carbon atom to control the 
system pressure at 1.0 atm. Meanwhile, as shown in Fig. 1, two second- 
outermost single-layer graphite sheets of the graphite walls on the left 
and right sides respectively acted as a heat sink and heat source at 315.0 
K and 365.0 K, using Langevin thermostats with a damping coefficient of 
50.0 fs. These temperature settings of heat sink and heat source are 
consistent with previous work [27,28] and cover common operating 
temperatures for batteries and electronic devices [11,46–48]. This phase 
aimed to generate a stable heat flux, realize a relatively linear temper-
ature gradient, and acquire a system pressure of 1 atm. The first step 
lasted for 20.0 ns, where the oscillating position of the rightmost single- 
layer graphite sheet of the graphite wall was recorded, and the final 
position of the rightmost single-layer graphite sheet of the graphite wall 
was determined by averaging the position data of the last 10.0 ns. Af-
terwards, in the second step, the rightmost single-layer graphite sheet of 
the graphite wall was fixed at its average position, and diverse electric 
fields of 0 to 3.0 V Å− 1 were applied, affecting only the organic liquid 

polymers because the carbon atoms of the graphite walls were neutral. 
The second step continued with another 5.0 ns to eventually acquire a 
stable non-equilibrium system. In Section S2 of the Supporting Infor-
mation, the proper energy balance of this quasi-equilibrium phase was 
shown.

At the third and final data sampling phase, simulation continued for 
20.0 ns to conduct data sampling, obtaining various system properties 
such as atomic position and temperature distribution. Basically, the 
temperature is calculated via Eq. (2): 

T =
1

3NkB

∑N

i=1
mivi

2 (2) 

where N is the number of atoms in a specific group, kB is the Boltzmann 
constant, i is the atom index, and m and v are mass and velocity. Each 
single-layer graphite sheet of the graphite walls is considered as a group 
to calculate its temperature using Eq. (2). To mark the position of each 
single-layer graphite sheet of the graphite walls in the z direction, the 
position value of z dimension for each carbon atom in the single-layer 
graphite sheet of the graphite walls is averaged. To describe the tem-
perature distribution of polymers along the z direction, simulation re-
gion locating polymers is divided into several chunks along the z 
direction, where each chunk is with the size of 45.5 (x) × 43.8 (y) × 0.5 
(z) Å3. Polymer atoms in each chunk are considered as a collection to 
represent the local polymer temperature using Eq. (2) and the geometric 
center of each chunk in the z direction marks its position, realizing the 
description of the polymer temperature distribution along the z direc-
tion. These position and temperature information are outputted once 
every 50.0 fs and the final position and temperature are obtained by 
averaging all data during the whole sampling process of the total 20.0 
ns. The standard error was calculated by dividing data into 10 blocks to 
estimate the uncertainty of results [49]. In Sections S3 – S5 of the 
Supporting Information, the temperature, pressure, and energy data of 
this phase were reported.

3. Results and discussion

3.1. Interfacial thermal conductance

Interfacial thermal conductance is obtained according to Eq. (3): 

ITC =
Qz

AΔT
(3) 

where Qz is the heat flow in the z direction acquired from computing the 
energy input and output rate of two Langevin thermostats in the heat 
sink and heat source, A is the cross-section area of the x-y plane, and ΔT 
is the temperature jump at the interface caused by interfacial thermal 
resistance. Fig. 2(a) illustrates the calculation of ΔT, which is defined as 
the temperature difference between the interfacial single-layer graphite 
sheet of the graphite walls and organic liquids. The solid–liquid interface 
position is defined as the position of the innermost single-layer graphite 
sheet of the graphite walls, whose temperature is considered as the 
interfacial solid temperature. The temperature of the organic liquid 
polymers at the interface can be obtained by linearly fitting and 
extrapolating the temperature curves of organic liquid polymers from 
the area further than 20 Å from the position of the solid–liquid interface. 
Generally, there is no fixed standard for the selection of the region for 
linearly fitting and extrapolating the liquid temperature to the interface. 
As our previous work reported [50], for long-chain polymer liquids, it is 
more advantageous to use the near-wall temperature curve to fit and 
extrapolate the interfacial liquid temperature, because it can better 
reflect the effect of the dynamic behaviors of the interfacial liquids on 
heat transfer. In fact, some previous works have also selected the liquid 
temperature near the interface for fitting and extrapolation [51,52], 
which is similar with our choice. Fig. 2(b) displays the heat source and 
sink energies extracted from Langevin thermostats versus simulation 
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time from which Qz can be calculated.
Fig. 3 displays the ITC results. As we can see from Fig. 3, when there 

is not an electric field, ITC between the graphite walls and pure polymers 
are respectively 179.1 ± 24.0 MW K− 1 m− 2 and 170.3 ± 24.0 MW K− 1 

m− 2 on the cold and hot sides. Adding IOAs into the PE matrix, graphite- 
composite polymer system reports ITCs of 154.2 ± 8.1 MW K− 1 m− 2 and 
149.4 ± 27.0 MW K− 1 m− 2 on the cold and hot sides when an electric 
field is not employed. Such ITC values are consistent with ITC of about 
150 MW K− 1 m− 2 in the work of Wang et al. [15], where interfacial heat 
transfer between graphite and paraffin was studied. Based on the tem-
perature distribution of graphite-pure polymer system, the thermal 
conductivity of PE can be calculated by substituting the temperature 
gradient of bulk PE molecules into the ΔT term of Eq. (3). The thermal 
conductivity of PE is 0.2 W K− 1 m− 1 in this work, consistent with the 
reported experimental values of 0.2 W K− 1 m− 1 [53,54]. These results 
validate of our simulation results. After only adding IOAs, ITC respec-
tively decreases by 14.0 % and 12.4 % at the cold and hot sides. This 
result may be due to the difference in molecular structure between IOAs 
and PE, which leads to IOAs occupy larger space than PE molecules at 
the interface. We counted the total number of atoms in the region 12.0 Å 
away from the interface. For graphite-pure PE systems, there are about 
2441 and 2322 atoms at the cold and hot sides. However, after IOAs are 
added into the PE at the interface, there are about 2045 and 1932 atoms 
at the cold and hot sides. Fewer interfacial atoms lead to larger 

nanoscale voids, resulting in the slight drops in ITC values after adding 
IOAs into the PE. Considering the uncertainty of the calculated ITC 
values evaluated by the standard error, 14.0 % and 12.4 % decrease in 
ITCs at the cold and hot sides may not be a deterministic interface heat 
transfer degradation because the decrease in ITC values caused by the 
added IOAs are within the error range. This work prefers not to 
regarding this decrease in values as an important and fixed conclusion. 
On the other hand, though the distribution or concentration of SDBS and 
DTAB at the interface of the composite polymer is possible to influence 
ITC to some extent, this effect should not be large enough because PE, 
SDBS and DTAB have the same framework of alkyl which is the main 
molecular component, especially compared to the effect of electric fields 
which is our focus (Fig. 3).

As shown in Fig. 3, if IOAs are not added while applying an electric 
field, ITC is almost constant as the electric field strength increases, 
which demonstrates that the electric field has little effect on the heat 
transfer between graphite and PE. This is expected since PE molecules 
are electrically neutral. What needs to be stated is that the ITC values 
calculated according to Eq. (3) can vary at different sampling periods 
because of the linear extrapolation method for obtaining interface 
temperature and the numerical statistics of the simulation results. 
Moreover, we point out that though PE is electrically neutral, parts of 
their molecules are non-neutral, which can induce the heat transfer 
conditions of the system to fluctuate as well as the ITC fluctuation. Ac-
cording to the uncertainty of ITC values evaluated by the error bar 
showing in Fig. 3, these value fluctuations can be considered that the 
electric field has no effect on heat transfer.

We investigate the ITC variations of composite polymer systems 
under external electric fields. Initially, for the composite polymer sys-
tems containing IOAs, ITC can be relatively constant if the electric field 
is weak (Estrength≤0.1 V Å− 1). However, when the electric field strength 
is larger (0.5 – 3.0 V Å− 1), ITC significantly increases, demonstrating 
that a cooperation between electric fields and IOAs can be beneficial to 
interfacial heat transfer. Generally, ITC on the hot side is larger, as 
shown in Fig. 3. Specifically, when the electric field strength is height-
ened to 3.0 V Å− 1, ITC is respectively increased by 60.2 % and 230.3 % 
on the cold and hot sides, respectively. To demonstrate if such different 
degrees of ITC enhancement are caused by the temperature effect, we 
conducted an extra simulation, where the positions of the heat source 
and heat were reversed, and we performed the same simulation pro-
cedures as described in Section 2.3. In Fig. 3, blue and red pentagrams 
represent the ITCs of this extra simulation on the cold and hot sides. In 
this extra simulation, ITCs are 213.3 ± 31.1 MW K− 1 m− 2 and 488.4 ±
44.6 MW K− 1 m− 2 on the hot and cold sides, which are similar with the 
ITCs of 245.1 ± 26.5 MW K− 1 m− 2 and 490.8 ± 80.7 MW K− 1 m− 2 on 
the cold and hot sides in the origin simulations. Therefore, the effect of 
the interfacial temperature on ITC can be negligible. In other words, the 

Fig. 2. (a) Temperature distribution of the graphite-composite polymer system without the electric field; (b) Heat source and sink energies extracted from Langevin 
thermostats versus simulation time for the graphite-composite polymer system without the electric field. The temperature of the fixed layers should be 0 K due to the 
atomic stillness.

Fig. 3. Variations of ITC as electric field strength increases for graphite-pure 
polymer and graphite-composite polymer systems. The blue and red penta-
grams represent the ITCs on the cold and hot sides when the heat source and 
heat sink is reversed under the electric field of 3.0 V Å− 1. The inset on the right 
is a zoom-in image of ITC results under the electric fields of 0 and 0.1 V Å− 1.
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different degrees of ITC enhancement are due to the surface modifica-
tion of distinct IOAs (i.e., SDBS and DTAB) under the electric fields 
rather than the temperature effect.

3.2. Effect of electric fields on the distribution of ionic organic additives

As discovered in Section 3.1, independently adding IOAs without 
applying external electric fields does not significantly enhance the 
interfacial heat transfer. Thereby, the electric field is thought to affect 
the distribution of IOAs and enhance heat transfer. Through mutual 
electrostatic attractions of ionic pairs, SDBS is constructed from DBS−

and Na+ ions, and DTAB is made up of DTA+ and Br− ions. Here, effects 
of electric fields on the distribution of IOAs are first clarified by studying 
the position of these four components via the radial distribution func-
tions (RDF).

Fig. 4(a) and (b) respectively display the RDF of Na+ and Br− around 
DBS− and DTA+, where sulfur (S) and nitrogen (N) atoms mark the DBS−

and DTA+. When there is no electric field, Na+ and Br− tightly couple 
with DBS− and DTA+. Even if the Estrength is slightly enhanced to 0.1 V 
Å− 1, these two ionic pairs (i.e., Na+DBS− and DTA+Br− ) can remain 
bonded, and thereby the RDF profiles do not significantly change. 
However, as the Estrength gets higher (≥0.5 V Å− 1), some SDBS and DTAB 
molecules begin to dissociate into two components with positive and 
negative charges (i.e., Na+/DBS− and DTA+/Br− ). This causes some Na 
+ and Br− ions to no longer coordinate with DBS− and DTA+ ions. As a 
result, the highest RDF peaks in Fig. 4(a) and (b) become duller as the 
electric field strength becomes larger than 0.1 V Å− 1. This suggests that 
the electric field forces act to separate ionic pairs in the SDBS or DTAB 
molecules, and once the electric field force is large enough to overcome 
the electrostatic attractions of these ionic pairs, IOAs are dissociated into 
two ionic components. In such a case, the dissociated Na+ and Br− move 
freely and their amount around DBS− and DTA+ decreases, as displayed 
in Fig. 4(a) and (b). As the electric field strength increases, the highest 
peaks of RDF in Fig. 4(a) and (b) decrease, indicating more IOAs are 
dissociated. Subsequently, once the IOAs are dissociated, Br− and DBS−

can migrate towards the cold side, and Na+ and DTA+ can transport 
towards the hot side driven by the electric field forces in our simulation 
system. Thus, the graphite surfaces on the cold side are modified by 
DBS− , and graphite wall surfaces on the hot side are modified by DTA+, 
which can be considered similar with the surface modification using 
surfactants [27,28].

Fig. 4(c) and (d) depict the RDF of DBS− and DTA+ ions around the 

graphite surfaces, where sulfur and nitrogen atoms respectively belong 
to DBS− and DTA+. When Estrength is 0 or 0.1 V Å− 1, RDF does not exhibit 
any clear peaks or valleys, which means that the long-chain DBS− and 
DTA+ ions do not form a relatively fixed coordination relationship with 
the graphite walls and are adsorbed on the graphite wall surfaces. This is 
easy to explain. As DBS− and DTA+ couple with the corresponding 
counter ions (i.e., Na+ and Br− ) in such cases, and thereby they are not 
significantly driven by the electric field force because IOAs are not 
dissociated. As the electric field strength increases, RDF exhibits clearer 
peaks, indicating that DBS− and DTA+ ions do form relatively stable 
coordination structures on the graphite surface. In such cases, the long- 
chain ions of DBS− and DTA+ are pressed and confined on the graphite 
surface by the electric field forces. The configurations of DBS− and DTA+

on graphite surfaces are similar to the surfactants adsorbed on the silica 
surfaces via hydrogen bonds [27,28] or the self-assembled monolayers 
(SAMs) modifying solid surfaces by covalent bonds [55].

In a SDBS molecule, there is a benzene ring, which has a similar 
structure with the a single-layer graphite sheet of the graphite walls. 
Interestingly, we observe the orientation variations of benzene rings as 
the Estrength increases, as shown in Fig. 5(a). Here, we study the orien-
tation distribution of benzene rings of SDBS. As shown in Fig. 5(b), the 
angle between the direction vector formed by the two carbon atoms of a 
benzene ring and the z-axis is used to represent the benzene ring 
orientation. An angle of zero degree means that a benzene ring orients 
perpendicularly to the graphite surface and an angle of ninety degrees 
means that a benzene ring has an orientation parallel to the graphite 
surface. In Fig. 5(b), if the electric field was not applied, the orientation 
of benzene rings is mostly random with angles of 40.0◦–90.0◦, which is 
consistent with the snapshot in Fig. 5(a). As we can see from Fig. 5(b), 
benzene rings exhibit the specific orientation when an electric field was 
applied, that is benzene rings tend to be either parallel or vertical to the 
graphite surfaces. On the one hand, an electric field force can induce the 
benzene ring to orient parallel to the direction of electric field, which has 
been reported by the previous work [56]. On the other hand, as the 
Estrength increases to 3.0 V Å− 1, SDBS molecules start to dissociate and the 
dissociated DBS− ions can migrate towards the graphite surfaces, and 
hence these benzene rings exhibit parallel orientation towards the 
graphite surface in the vicinity of the interfaces. Such phenomena is 
somewhat similar to the π-π stacking images on the graphite wall sur-
faces [57,58], which is expected to be a more stable adsorption struc-
tures of DBS− on the graphite wall surfaces, and bridge the heat path at 
the interface discussed in the later sections. Fig. 5(a) supports this as 
well.

3.3. Analysis of interfacial potential energy

As discussed in Section 3.2, electric fields can influence the distri-
bution of IOAs on the graphite surfaces, which is expected to affect the 
interfacial potential energy between the graphite walls and organic 
liquid polymers. As shown in Fig. 6, interfacial potential energy on the 
cold side is smaller than that on the hot side. This is because liquid 
density is higher on the cold side promoting more liquid atoms to 
interact with the solid, as reported by previous works [50,59]. We can 
also readily observe that even though Estrength becomes larger, the 
interfacial potential energy does not change significantly for graphite- 
pure polymer systems without IOAs, demonstrating that electric fields 
do not enhance the interactions between the graphite wall and PE. This 
is expected because the PE is electrically neutral.

On the other hand, compared to graphite-pure polymer systems, 
interfacial potential energy of the composite polymer systems finally 
increases when electric fields are applied though the interfacial potential 
energy at the cold side for the graphite-composite polymer system de-
creases from − 437.5 kcal mol− 1 nm− 2 to − 455.5 kcal mol− 1 nm− 2 as 
the electric field strength increases from 0.1 V Å− 1 to 1.0 V Å− 1, which is 
about 4.0 % decrease. For the graphite-composite polymer systems, as 

Fig. 4. (a) The RDF of Na+ around DBS− ; (b) the RDF of Br− around DTA+; (c) 
the RDF of DBS− around the graphite surface; (d) the RDF of DTA+ around the 
graphite surface. The sulfur (S) and nitrogen (N) atoms are used to respectively 
denote DBS− and DTA+.
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the electric field strength increases from 0.1 V Å− 1 to 1.0 V Å− 1, IOAs 
start to dissociate into two ionic components, causing the changes in the 
composition, structure and dynamic behaviors of the interfacial liquids 
under the electric fields, which affects the interfacial potential energy. 
For example, as the dissociation happens, Na+ moves away from the cold 
side while Br− migrates towards the cold side. In our work, the in-
teractions between graphite and Br− are stronger than Na+, and hence 
the interfacial potential energy should possibly decrease. In addition, 
Br− is easier to transport in the polymers than Na+ [60,61]. As a result, 
more Br− can gather at the cold side if Na+ is trapped in the polymers 
when it transfers, leading to a decrease in the interfacial potential en-
ergy. In my opinion, this 4 % decrease is generally difficult to explain 
quantitatively and exactly because the composition, structure, and dy-
namic behavior of the interfacial liquid are complex, which need more 
research in the future work. Generally, smaller interfacial potential 
energy (i.e. the larger absolute values of the interfacial potential energy) 
denotes stronger solid–liquid interactions, and thereby superior inter-
facial heat transfer performance [55,62]. As the electric field strength 
slightly increases (≤0.1 V Å− 1), interfacial potential energy is almost 
unchanged for the composite polymer systems, which is consistent with 
the ITC variation in Fig. 3 and follows the relationship between the 
interfacial potential energy and ITC. However, interfacial potential en-
ergy increases while ITC also increases when electric field increases from 
1.0 V Å− 1 to 3.0 V Å− 1. This might seem surprising but can be explained 
that the electric field forces push the dissociated ions of IOAs closer to 
the graphite surfaces than their equilibrium positions, increasing the 

interfacial potential energy. Consequently, electric fields give greater 
forces between graphite walls and IOAs, improving the interfacial heat 
transfer. In previous literature, a pump–probe experiment demonstrated 
a significant enhancement in thermal transport across gold and PE in-
terfaces by surface modification with SAMs, even though the interfacial 
adhesion energy increased [63]. To further clarify the heat transfer 
mechanism of IOAs under the electric fields, vibration density of states 
was studied in Section 3.4 and ITC is decomposed based on distinct 
interaction forces at the interface in Section 3.5.

3.4. Analysis of vibration density of states

Atomic vibration acts as the heat carrier at the solid–liquid interface, 
and generally the greater vibration matching between solid and liquid 
indicates the better interfacial heat transfer [64]. Vibration density of 
states provides physical insights into the vibrational modes of various 
materials, which has been used to investigate interfacial heat transfer of 
solid–liquid interface in many previous studies [50,65], and can be 
calculated by taking the Fourier transform of the velocity autocorrela-
tion function [66]: 

G(ω) = 1̅̅
̅̅̅̅

2π
√

∫ +∞

− ∞
e− iωt 〈v(t)v(0)〉

〈v(0)v(0)〉
dt (4) 

where is G(ω) the vDOS at an angular frequency ω, v(t) is atom velocity 
at time t, and the angle bracket denotes the ensemble averaging.

As displayed in Fig. 7(a), electric fields cannot significantly affect the 
vDOS of PE for graphite-pure polymer systems, which is intuitive 
because the PE molecules are charged neutral. Hence electric fields 
should be expected to have little effect on the interfacial heat transfer 
between graphite walls and PE, which is consistent with the results 
shown in Fig. 3. As for graphite-composite polymer systems, the electric 
field affects the distribution and dynamic behaviors of IOAs at the 
interface, which has been discussed in Section 3.2. Combined with the 
ITC increase reported in Section 3.1, we then focus on the vDOS of IOAs 
under electric field. The simulation case of 3.0 V Å− 1 was taken because 
IOAs are most significantly affected at this electric field strength.

As the main components, Fig. 7(b) first compares the vDOS of alkyl of 
DTAB and SDBS backbone with PE. The results show that all three have 
similar vibration characteristics, which is expected because of the 
similar structures among them. Then, vDOS of graphite walls, PE, sul-
fonates of SDBS (SO3), benzene rings of SDBS, trimethylamines of DTAB 
(N(CH3)3), as shown in Fig. 7(c)-(e). In Fig. 7(c), vDOS of sulfonates of 
SDBS exhibits better vibration matching with graphite than PE at the 
frequency of 0 – 20.0 THz. As for the benzene rings of SDBS, their vDOS 
overall overlaps more with graphite because of their similar structure 
and components (Fig. 7(d)). Especially, the vDOS of the benzene rings of 
SDBS compensates for the vibration mismatching between the graphite 
and PE at the frequency of 10.0 – 20.0 THz, 50.0 – 60.0 THz, and around 

Fig. 5. (a) The snapshots to display the orientation variation of benzene rings of SDBS as the electric field strength increases. (b) Orientation distribution of benzene 
rings of SDBS under electric fields of 0 and 3.0 V Å− 1.

Fig. 6. Variations of interfacial potential energy as electric field strength in-
creases for graphite-pure polymer and graphite-composite polymer systems.
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90.0 THz. Moreover, the vDOS of the benzene rings matches well with 
that of PE at the frequency of 20.0 – 40.0 THz. Therefore, the benzene 
rings of SDBS are expected to act as the vibration matching bridge be-
tween graphite walls and PE. As shown in Fig. 7(e), the vDOS of tri-
methylamines of DTAB matches better with graphite than PE at the 
frequency of 0 – 20.0 THz, and is similar to that of PE at the frequency of 
20.0 − 40.0 THz, which should be beneficial to the heat transfer be-
tween graphite and PE. All in all, these specific groups in IOAs exhibit 
better matching of vibration modes than PE, bridge the heat transfer 
between graphite and PE, and increase ITC. Here, we need to point out 
that the above analysis is based on the fact that these specific compo-
nents can stably and persistently aggregate at the interface, which ex-
plains why the ITC value does not change too much when the electric 
field strength is weak shown in Fig. 3.

Finally, we quantitatively assess the degree of the vibration matching 
by overlapping factor (S) [67]: 

S =

∫+∞
− ∞ G1(ω)G2(ω)dω

∫+∞
− ∞ G1(ω)dω

∫+∞
− ∞ G2(ω)dω

(5) 

where subscripts “1″ and “2” represent different objects. As shown in 
Fig. 7(f), compared to the vibration matching between graphite walls 
and PE, the vDOS matching between graphite walls and trimethylamines 
of DTAB, benzene rings of SDBS, and sulfonates of SDBS respectively 
increased by 16.0 %, 9.5 %, and 8.0 %. Meanwhile, the alkyl of DTAB 
and SDBS backbone and PE exhibit the similar vibration matching de-
gree with the graphite walls. The overlapping factor results are consis-
tent with previous analysis on Fig. 7(b) – (e) in this section. However, 
the only drawback is that the improvement in vibration matching cannot 
quantitatively explain the increase in ITC results of Fig. 3, which pushes 
us the further research in the next section.

3.5. Decomposition of interfacial thermal conductance

According to Eq. (3), ITC decomposition can be obtained by 
decomposing heat flux between graphite and pure/composite polymers. 
At the interface between graphite and pure/composite polymers, the 
total heat flux (Jtotal) is generated through the nonbonded vdW in-
teractions. In this work, the vdW interaction forces are described by the 

Fig. 7. (a) The vDOS of graphite walls and PE under efield of 0 V Å− 1 and 3.0 V Å− 1 for graphite-pure polymer systems. (b) The vDOS of alkyl of DTAB and SDBS 
backbone and PE under efield of 3.0 V Å− 1. The vDOS of graphite walls, PE and (c) sulfonates of SDBS, (d) benzene rings of SDBS, and (e) trimethylamines of DTAB 
under efield of 3.0 V Å− 1. (f) Overlapping factor between graphite walls and trimethylamine of DTAB, benzene ring of SDBS, sulfonate of SDBS, alkyl of DTAB and 
SDBS backbone, and PE under efield of 3.0 V Å− 1.

H. Sun et al.                                                                                                                                                                                                                                     Applied Thermal Engineering 274 (2025) 126803 

7 



12–6 Lennard-Jones potential, where the repulsive vdW force switches 
to the attractive vdW force at the equilibrium point of 21/6σ. Following 
the work of Wei et al. [68], we set the 21/6σ as the cut-off radius of the 
12–6 LJ potential to further decompose Jtotal into an attractive vdW term 
(Jattr.) and a repulsive vdW term (Jrepl.), as explained in Eq. (6): 

Jtotal = Jattr. + Jrepl. (6) 

The heat flux (J) across the interface is calculated via [28,69]: 

JA =
1
2

∑

m∈GRA

∑

n∈liq.

Fmn • (vm + vn) (7) 

where Fmn is the interaction force between m-th atom of the graphite and 
n-th atom of the organic liquids,vm and vn are respectively the velocity 
vectors of m-th and n-th atoms, and • indicates inner product. Eq. (6)
computes the heat flux over a control surface that is positioned at the 
solid–liquid interface [69–71]. We conducted the calculation of the heat 
flux via Eq. (6) to acquire Jtotal and Jrepl., a Jattr.

z was computed by sub-
tracting Jrepl. from Jtotal. After that, substituting the obtained Jrepl. and 
Jattr. into Eq. (3), the corresponding ITC of the repulsive vdW term 
(ITCrepl.) and the attractive term (ITCattr.) were computed. Fig. 8 shows 
the ITC decomposition results. To estimate the uncertainty of the 
decomposed ITC results, the total 20 ns of sampling data was broken into 
10 blocks to calculate the standard error [49].

As shown in Fig. 8, the thermal energy transport between the 
graphite and pure/composite polymers is mainly through repulsive vdW 
interactions and attractive vdW interactions have a negligible effect. As 
discussed in Fig. 2(a), for the graphite-pure polymer systems, electric 
fields cannot significantly influence the ITC, and thereby the same is true 
for the ITC decomposition results of graphite-pure polymer systems. The 
electric field does not significantly affect the contributions of repulsive 
and attractive vdW interactions to interfacial heat transfer at the 
graphite-PE interfaces, shown in Fig. 8(a). Therefore, the rest of this 
section below focuses on studying the ITC decomposition results of 
graphite-composite polymer systems shown in Fig. 8(b).

For graphite-composite polymer systems, when the electric field 
strength is low (Estrength≤0.1 V Å− 1), IOAs cannot cooperate with the 
electric field to increase ITC. This is because IOAs are not dissociated 
into two ionic components if the Estrength is not high enough, and thereby 
IOAs still remain as the electrically neutral molecules. As a result, the 
electric field forces do not drive the electrophoretic migration of IOAs, 
resulting in the insensitivity of ITC to weak electric field strength. As the 
electric field strength increases from 0.5 V Å− 1 to 3.0 V Å− 1, ITC sharply 
increases, predominantly due to increased repulsive vdW interactions 
that transfer more thermal energy. As discussed earlier, when the elec-
tric field strength is larger than 0.1 V Å− 1, SDBS molecules begin to 
dissociate into Na+ and DBS− , and DTAB molecules are dissociated into 
Br− and DTA+. Consequently, DBS− and DTA+ are driven towards the 

graphite surfaces. As reported by the work of Sun et al. [22], the 
increased surface ionization can shorten the solid–liquid distance, 
inducing stronger repulsive vdW interactions to transport more thermal 
energy. Here, we suggest a mechanism of interfacial thermal transport 
enhancement due to the cooperation between IOAs and electric fields. 
First, electric fields promote the dissociation of ionic pairs in SDBS and 
DTAB molecules (i.e., Na+DBS− and DTA+Br− ). Then, driven by the 
electric field forces, DBS− and DTA+ move closer to the graphite surfaces 
so that the closer solid–liquid distance stimulates stronger repulsive 
vdW interactions, promoting thermal energy transport. In the result 
obtained by Han et al. [72], interfacial heat transfer can improve when 
the pressure on the solid–liquid interface enlarges, which makes the 
solid and liquid closer. The proposed mechanism in our current work is 
similar to their findings.

4. Conclusions

In this work, molecular dynamics simulations were conducted to 
study the interfacial heat transfer between graphite walls and pure/ 
composite polymers under electric fields. Pure polymers were composed 
from polyethylene (PE), and composite polymers were composed from 
polyethylene with ionic organic additives (IOAs). Sodium dodecyl ben-
zene sulfonate (SDBS) and dodecyl trimethyl ammonium bromide 
(DTAB) were chosen as IOAs, respectively consisting of the Na+ and 
DBS− , and Br− and DTA+ ionic pairs.

The electric field has little effect on interfacial heat transfer between 
graphite and PE. At the interface of graphite-composite polymers, ITC 
hardly varies when the electric field strength is low (≤0.1 V Å− 1) 
because PE, SDBS, and DTAB are electrically neutral molecules, and are 
hardly affected by an external electric field. With stronger electric fields 
(> 0.1 V Å− 1), ITC increases as the electric field strengths. An electric 
field with higher strength causes the dissociation of IOAs into two 
independently ionic components, which changes the IOAs distribution 
at the interface. Driven by the electric field forces, these dissociated 
ionic components adsorb and move closer to the graphite wall surface, 
triggering stronger repulsive van der Waals interactions to ultimately 
improve the interfacial heat transfer. This study explored the novel 
thermal management strategy of electric fields combined with IOAs to 
regulate heat transfer, expending the fundamental knowledge of effect 
of electric fields on heat transfer as well as promoting the development 
of electronic and energy equipment.
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